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INTRODUCTION 

Online platforms facilitate important speech and commerce.  They also enable 

exploitation.  Through automation, online platforms are able to collect personal 

data on an unprecedented scale.  And they have an economic incentive to collect 

and exploit that data—from both adult users and also from children.  The harms 

that this has caused to children has been extensively documented, leading many, 

including the U.S. Surgeon General, to express concern.1  

Like many states, California has attempted to address these issues through 

legislation.  The statute at issue in this case, the California Age-Appropriate 

Design Code Act (“the Act”), places limits on how and when businesses collect 

and exploit children’s data.  The Act does not single out businesses based on 

viewpoint or the content of businesses’ speech.  Nor does it regulate what 

businesses say.  It is a neutral—and needed—regulation of economic activity that, 

through a variety of provisions, strikes a balance between the needs of businesses 

and those of children without impinging on anyone’s speech. 

The district court decision, which preliminary enjoined the Act in its entirety, 

reflects significant errors of law.  The court mischaracterized as regulations of 

speech provisions that, in fact, neutrally regulate economic activity, leading the 

                                         
1 U.S. Surgeon Gen., Advisory, Social Media and Youth Mental Health 

(2023). 
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court to apply the wrong standard of review.  The district court misapplied the 

Supreme Court’s decision in Sorrell v. IMS Health, Inc., 564 U.S. 552 (2011), 

ignoring that the factors that led the Court to find fault with the viewpoint-targeted 

data use restrictions in that case simply are not present here.  The district court, 

relying not on evidence in the record but on vague speculation from amicus briefs, 

dramatically overstated the effect that various provisions would have on internet 

speech.  The district court failed to recognize the linkages between the Act’s 

specific provisions and the reduction of the specific harms to children that 

California—like other States—is seeking to address.  And the district court treated 

the Act as an indissoluble unit, in contravention of California severance principles.  

Left uncorrected, these mistakes could harm not only this attempt by California to 

address significant risks to children, but other attempts by other governments as 

well.  The decision should be reversed.  

JURISDICTIONAL STATEMENT 

The district court had subject matter jurisdiction under 28 U.S.C. §1331.  The 

district court entered its preliminary injunction September 18, 2023, 1-ER-46, and 

Defendant filed a timely notice of appeal on October 18, 2023.  7-ER-1271–77; see 

Fed. R. App. P. 4(a)(1)(A).  This Court has jurisdiction under 28 U.S.C. 

§1292(a)(1).  
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STATUTORY AUTHORITIES 

Relevant statutory and constitutional authorities appear in the Addendum to 

this brief. 

ISSUES PRESENTED 

1.  Whether the district court erred in applying heightened scrutiny to 

provisions of the California Age-Appropriate Design Code Act that regulate 

businesses’ collection and use of children’s data? 

2.    Whether the district court erred in determining that Plaintiff was likely to 

succeed on its claim that the Act violates the First Amendment? 

3.  Whether the district court erred in enjoining the Act in its entirety, in 

violation of California severability principles? 

STATEMENT OF THE CASE 

A. Factual and Statutory Background 

1. Data Collection and Use Practices and Their Impact on 
Children  

California enacted the Act against a business backdrop in which online 

businesses have financial incentives to collect, sell, and use an astonishing array of 

data about their users—a backdrop explained through declarations from Serge 

Egelman, Ph.D., Research Director at the Usable Security and Privacy Group and 

research scientist in UC Berkeley’s Electrical Engineering and Computer Sciences 

Department who has been researching online privacy for nearly twenty years, 3-
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ER-389–431, and Jenny S. Radesky, M.D., tenured Associate Professor of 

Pediatrics and the Director of the Division of Developmental Behavioral Pediatrics 

at the University of Michigan Medical School and C.D. Mott Children’s Hospital, 

who has been researching child social-emotional development and digital media 

for fifteen years,  4-ER-677–740.  

a. Businesses’ Data Collection and Use Practices 

 The collection, sharing, selling, and other use of personal data provides 

substantial revenue for online businesses.  3-ER-392.  Businesses collect user data 

such as names, addresses, email addresses, IP addresses, commercial information, 

browsing history, search history, geolocation data, and information regarding a 

consumer’s interaction with an internet website.  3-ER-393–94; Cal. Civ. Code 

§1798.140(v) (defining “personal information”).2  Businesses are able to link or 

associate data to unique individuals through persistent identifiers, like the device 

an individual uses to access the internet, which tend not to change over time.  3-

ER-394.  Once data is linked to an individual, businesses can create a thorough 

individual profile, which they use to learn, predict, or infer things like users’ 

interests, preferences, and behaviors, as well as health conditions and 

socioeconomic status.  Id.  For example, geolocation information can allow 

                                         
2 All statutory references are to the California Civil Code unless otherwise 

noted. 

 Case: 23-2969, 12/13/2023, DktEntry: 7.1, Page 13 of 63



 

5 

businesses to accurately predict very personal information—for instance, about a 

user’s health, religious affiliation, and sexual orientation—based on where the user 

is located when connecting to services.  Id. 

 Once a business has compiled a profile, it can be used or sold to third parties 

to create targeted advertising and learn more about consumer behavior to maximize 

profit, among other things.  3-ER-392–94; 4-ER-699–701, 704.  Indeed, businesses 

selling and sharing of data is an essential source of revenue for many online 

platforms. 3-ER-392; 6-ER-1166 (IMDb explaining how data collection and use 

generates revenue for its business); 7-ER-1191 (same for Goodreads).  And 

children’s data is a central part of this market.  A recent study of just under 6,000 

children’s apps showed that 19% of them collected children’s data without 

verifiable parental consent and sold or shared that data with third-parties who 

indicated they would use the data for purposes including behavioral advertising.  3-

ER-406.  Moreover, 40% transferred children’s data insecurely, putting it at higher 

risk of getting into the wrong hands.  Id.  And the selling, sharing, and other use of 

children’s data has far-reaching consequences.  It can be used not just for 

manipulative marketing campaigns, but also to feed biased and unaccountable 

algorithms used to make decisions about the child’s future or even malicious uses, 

like a non-custodial parent purchasing location data to geolocate a child.  3-ER-

405, 409–10; 4-ER-687–89, 704. 
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b. Children’s Vulnerability on the Internet 

Children spend a large part of their day on the internet.  4-ER-683–85.  

Children under two average about 50 minutes of digital technology use per day.  4-

ER-685.  Daily use rises to over two hours by age four, five hours by age twelve, 

and eight hours by age 17.  Id.  During the COVID-19 pandemic, children’s access 

to digital technology and time online increased dramatically.  4-ER-685–86.  

Because children use the internet for both educational and entertainment purposes, 

unplugging is not a realistic option.  4-ER-686.   

Children have characteristics, however, that hinder their ability to protect 

themselves in online environments.  4-ER-691–694.  Children have less impulse 

inhibition and ability to engage in critical thinking and abstract reasoning about 

complicated concepts (like data collection) than adults.  4-ER-692–694.  They also 

have more curiosity and attraction to novelty than adults, and greater responsivity 

to parasocial and peer relationships and rewards than adults.  4-ER-693–93.  These 

characteristics are developmentally adaptive and help children learn and build 

social relationships in non-digital spaces.  4-ER-692. 

But these characteristics can be taken advantage of through digital design.  Id.  

Businesses design their services to optimize revenue generation by, among other 

things, maximizing time spent using the product, and increasing interactions and 

content generation.  4-ER-694–702; 3-ER-392–93, 409–10.  For example, multiple 
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interview studies show that children and teens feel like they spend too much time 

online, feel pressure to engage, and find it hard to stop using platforms.  4-ER-

695–96.  Internet businesses take advantage of so-called dark patterns such as 

heightening parasocial relationship pressure, fabricated time pressure, and 

navigation constraints.  4-ER-696–97; see also 3-ER-410–11.  One study showed 

that these features occurred in 80% of apps played by preschool-aged children and 

were especially common in apps played by children from lower-income and lower-

education households.  4-ER-696–97.  Businesses design features to direct children 

towards activities like extreme content generation (for instance, online challenges), 

which provide validation, or other harmful activities, such as disordered eating, 

self-harm, or gambling.  4-ER-698–702.  Moreover, children are in many respects 

are particularly ill-equipped to evaluate the benefits of privacy and the harms of 

sharing private information—or even to realize when their privacy is being 

compromised.   See 3-ER-397–399, 405.  They are not well situated, for instance, 

to understand what default privacy settings a business applies, how those settings 

operate, and how to change them.  See 3-ER-397 (describing 2012 study 

documenting difficulty users had interacting with early Facebook interface).   

The Act is not the first or the only attempt to address children’s privacy needs 

in the internet context.  At the federal level, the Children’s Online Privacy 

Protection Act (COPPA) requires that online businesses protect the personal 
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information of children if the platform is “directed to” children under 13. 15 U.S.C. 

§§6501–6506.  But as many have noted, COPPA’s coverage formula is 

underinclusive.  3-ER-407–09.  Except for websites that self-identify as targeting 

children as their primary audience, websites are only required to prevent the 

disclosure of personal information from “visitors who identify themselves as under 

age 13.”  16 C.F.R. §312.2 (emphasis added).  

 California regulates the collection and use of consumer data by requiring 

businesses to notify consumers that their data is being collected and giving 

consumers the right to direct businesses not to sell or share that information, 

§1798.100; §1798.120(a), and generally prohibiting businesses from selling or 

sharing the personal information of a user that the business has actual knowledge is 

under 16.  §1798.120(c).  Other laws address specific aspects of children’s internet 

use but not the collection and use of children’s data.   See, e.g., Cal. Bus. & Prof. 

§22580 (addressing online promotion of products like alcohol to minors); id. 

§22581 (addressing minors’ ability to have their own online posts removed by 

request).  

2. The California Age-Appropriate Design Code Act  

The statute at issue here—the California Age-Appropriate Design Code Act—

was designed to fill those gaps.  It is modeled after the United Kingdom’s Age 

Appropriate Design Code, commonly referred to as the “Children’s Code[,]”which 
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requires that all websites likely to be accessed by children provide privacy 

protections by default.  3-ER-437–439, 441–44; 5-ER-457–503 (copy of the 

Children’s Code).  Online businesses operating in the U.K., which include some of 

Plaintiff’s members, were required to bring their services into compliance with the 

Code by September of 2021.  3-ER-440. 

 California’s Act was motivated by the Legislature’s belief that “children 

should be afforded protections not only by online products and services 

specifically directed at them but by all online products and services they are likely 

to access[,]” and supported by its findings that businesses “should consider the best 

interests of children when designing, developing and providing” services; and that 

“[i]f a conflict arises between commercial interests and best interests of children, 

companies should prioritize the privacy, safety, and well-being of children over 

commercial interests.”  §1798.99.29. 

 The Act applies to companies that trade in personal information.  Regulated 

businesses either share control, branding, and consumers’ personal information 

with or are themselves for-profit entities operating in California that collect 

consumers’ personal information or have it collected on their behalf, determine the 

purposes and means of processing that information, and have an annual gross 

revenue of more than $25,000,000; buy, sell, or share the personal information of 

100,000 or more consumers annually; or derive 50% or more of their annual 
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revenues from selling or sharing that information.  §1798.140(d) (incorporated into 

the Act through §1798.99.30(a)). Certain joint ventures or partnerships are also 

subject to the Act.  Id. 

 Within that group of businesses, the Act regulates only those that provide an 

online service, product, or feature (collectively “service”) “likely to be accessed by 

children.”  §1798.99.31(a), (b).  “Likely to be accessed by children” means that the 

business’s offering: (1) “is directed to children as defined by [COPPA]”; (2) “is 

determined, based on competent and reliable evidence regarding audience 

composition, to be routinely accessed by a significant number of children[,]” or is 

“substantially similar or the same as” a service for which such a determination has 

been made; (3) contains “advertisements marketed to children[;]” (4) “has design 

elements that are known to be of interest to children, including but not limited to, 

games, cartoons, music, and celebrities who appeal to children[;]” or (5) “is 

determined, based on internal company research,” to have children as “a significant 

amount of” its audience.  §1798.99.30(b)(4).  Broadband internet access, 

telecommunications services, delivery and use of a physical product, and certain 

medical information is excluded from regulation.  §1798.99.30(b)(5); §1798.99.40. 

a. Data Protection Impact Assessments 

 The Act requires covered businesses to complete a Data Protection Impact 

Assessment (“DPIA”) for each service or group of services likely to be accessed by 
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children.  §1798.99.31(a)(1).  A DPIA must “identify the purpose” of the service, 

“how it uses children’s personal information,” and “the risks of material detriment 

to children that arise from the data management practices of the business.” 

§1798.99.31(a)(1)(A)–(B).  A DPIA conducted for compliance with any other 

similar law, such as the U.K. Children’s Code, will be considered compliant with 

this provision of the Act.  §1798.99.31(c)(1).  (Although not acknowledged in 

Plaintiff’s submissions, many of Plaintiff’s members do business in the U.K. and 

have presumably completed U.K. Children’s Code DPIAs that would suffice for 

their obligations under this section of the California Act.  3-ER-451–452 

(NetChoice members Google, Meta, Snap, TikTok and Twitter (now known as X) 

have all announced changes in compliance with the Children’s Code.)) 

 A DPIA must address, to the extent applicable, whether the design of the 

service could (i) “harm children, including by exposing children to harmful or 

potentially harmful content[;]” (ii) “lead to children experiencing or being targeted 

by harmful or potentially harmful contacts[;]” (iii) “permit children to witness, 

participate in, or be subject to harmful or potentially harmful conduct[;]” or (iv) 

“allow children to be party to or exploited by a harmful, or potentially harmful, 

contact[.]”  §1798.99.31(a)(1)(B)(i)–(iv).  

 The DPIA must also address whether algorithms and targeted advertising 

systems used could harm children; whether and how the service “uses system 
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design features to increase, sustain, or extend use of” the service (“including the 

automatic playing of media, rewards for time spent, and notifications”); and 

whether, how, and for what purpose the service “collects or processes sensitive 

personal information of children.”  §1798.99.31(a)(1)(B)(v)–(vii).   

 The business must “[d]ocument any risk of material detriment to children that 

arises from the data management practices” in the DPIA and “create a timed plan 

to mitigate or eliminate the risk before” the service is accessed by children.  

§1798.99.31(a)(2).  Regulated businesses must review their DPIAs every other 

year.  §1798.99.31(a)(1)(A).  

 The DPIA is an internal and confidential document.  A company has no 

obligation to disclose its DPIAs to the public.  §1798.99.31(a)(4)(B).  Regulated 

businesses need not deliver DPIAs to the State on a routine basis, although they 

must provide the Attorney General with a list of their DPIAs upon written request.  

§§1798.99.31(a)(3).  They must also provide the Attorney General with specific 

DPIAs that the Attorney General requests, §1798.99.31(a)(4), but such a disclosure 

to the Attorney General does not vitiate the document’s legal privileges.  

§1798.99.31(a)(4)(C). 

b. Required Actions 

 The Act also requires regulated businesses to take other actions. They must 

“[e]stimate the age of child users with a reasonable level of certainty appropriate to 
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the risks that arise from the data management practices of the business or apply the 

privacy and data protections afforded to children to all consumers.”3 

§1798.99.31(a)(5). They must also “[c]onfigure all default privacy settings 

provided to children” to “offer a high level of privacy, unless the business can 

demonstrate a compelling reason that a different setting is in the best interest of 

children.”  §1798.99.31(a)(6).  They must “[p]rovide any privacy information, 

terms of service, policies, and community standards concisely, prominently, and 

using clear language suited to the age of children likely to access the service[.]” 

§1798.99.31(a)(7).  And they must “[p]rovide an obvious signal to the child when 

the child is being monitored or tracked” by another user.  §1798.99.31(a)(8).  

Businesses must “[e]nforce published terms, policies, and community standards 

established by the business, including, but not limited to, privacy policies and those 

concerning children.”  §1798.99.31(a)(9).  And, they must “[p]rovide prominent, 

accessible, and responsive tools to help children” or their guardians “exercise their 

privacy rights and report concerns.”  §1798.99.31(a)(10). 

The Act also contains other protections for children’s privacy.  Regulated 

businesses cannot use any child’s data “in a way that the business knows, or has 

                                         
3 Any information that businesses collect to estimate age may be used for that 

purpose only, and may not be retained by businesses “any longer than necessary to 
estimate age.”  §1798.99.31(b)(8).  “Age assurance shall be proportionate to the 
risks and data practice of an online service[.]”  Id. 

 

 Case: 23-2969, 12/13/2023, DktEntry: 7.1, Page 22 of 63



 

14 

reason to know, is materially detrimental to the physical health, mental health, or 

well-being of a child.”  §1798.99.31(b)(1).  They cannot “collect, sell, share, or 

retain any personal information that is not necessary to provide” a service “with 

which a child is actively or knowingly engaged” absent a “compelling reason” that 

the practice “is in the best interest of children likely to access” the service. 

§1798.99.31(b)(3); but see id. §1798.145 (allowing information practices that are 

needed to comply with other laws).  Businesses also cannot use personal 

information of a child-user “for any reason other than a reason for which [it] was 

collected” absent some “compelling reason” that the other use “is in the best 

interest of children.”  §1798.99.31(b)(4). 

Regulated businesses are prohibited from “profil[ing] a child by default”—

that is, engaging in “automated processing” of data “to evaluate certain personal 

aspects relating to a natural person”—unless the business has “appropriate 

safeguards in place to protect children” and profiling is either “necessary to 

provide” the requested service and limited to the aspects of the service “with which 

the child is actively and knowingly engaged[,]” or  the business can “demonstrate a 

compelling reason that profiling is in the best interest of children.”  

§1798.99.31(b)(2); §1798.140(z).  

Regulated businesses cannot “collect, sell, or share any precise geolocation 

information of children by default unless” it “is strictly necessary” to provide the 
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requested service “and then only for the limited time” necessary to provide that 

service, and businesses cannot collect this information “without providing an 

obvious sign to the child for the duration of that collection[.]”  §1798.99.31(b)(5)–

(6).  

Finally, regulated businesses cannot use “dark patterns”—“interface[s] 

designed or manipulated with the substantial effect of subverting or impairing user 

autonomy, decisionmaking, or choice”—“to lead or encourage children to provide 

personal information beyond what is reasonably expected to provide” the service, 

“to forgo privacy protections, or to take any action that the business knows or has 

reason to know is materially detrimental to the child’s physical health, mental 

health, or well-being.”  §1798.99.31(b)(7); §1798.140(l).  

c. Enforcement & Guidance 

 Regulated businesses must comply with the above requirements, including 

completing DPIAs, by July 1, 2024.  §1798.99.31(d); §1798.99.33.  There is no 

private right of action to enforce the Act.  §1798.99.35(d).  The Attorney General 

may sue for injunctive relief.  §1798.99.35(a).  The Attorney General may also 

seek civil penalties, with intentional violations being penalized more harshly than 

negligent ones.  §1798.99.35(a) (penalty of up to $7,500 per affected child for 

intentional violations and up to $2,500 per child for negligent ones).  Businesses in 

substantial compliance with the DPIA requirement, however, are protected from 
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enforcement actions by a notice-and-cure provision:  §1798.99.35(c).  The 

Attorney General may not sue without first giving notice of alleged violations and 

providing the company with 90 days to cure the violation and take sufficient 

measures to prevent future ones.  Id. 

The Act allows the Attorney General to adopt regulations related to the Act. 

§1798.99.35(e).  And it creates the California Children’s Data Protection Working 

Group, with members to be appointed by the Governor, members of the 

Legislature, and the Attorney General.  §1798.99.32.  The Working Group must 

issue a publicly available report containing best practices for implementation of the 

Act by January 1, 2024 (six months before the Act mandates compliance) and 

every two years thereafter.  Id.  Regulated businesses “may look to guidance and 

innovation in response to” the U.K. Children’s Code when developing services 

likely to be accessed by children.  AB 2273, §1(d). 

B. Procedural Background 

Plaintiff NetChoice is a trade-group whose members consist of tech 

companies such as Google, Meta, TikTok, Snap, Inc., and X Corp. (formerly 

known as Twitter).  7-ER-1231 (providing link to NetChoice membership list).  

NetChoice sued California’s Attorney General, alleging that the Act violates the 

First, Fourth, and Fourteenth Amendments, and the Due Process and the Dormant 

Commerce Clauses; that the Act is preempted by federal law; and that the Act is 
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void for vagueness.  7-ER-1229–57.  Plaintiff moved for a preliminary injunction 

based on all but its Fourth Amendment claim.  5-ER-856–897. 

Plaintiff submitted, among other things, more than ten articles, some of which 

contained highly technical concepts or were sourced from academic journals.  See, 

e.g., 6-ER-953–57, 973–89; 2-ER-233–63.  But the articles were not accompanied 

by declarations explaining their meaning, or verifying their reliability or veracity.  

In fact, Plaintiff submitted no expert evidence at all. 

In opposition to Plaintiff’s motion, the Attorney General submitted the 

declarations of two expert witnesses and a U.K. Commissioner.  As noted above, 

Jenny S. Radesky, M.D., tenured Associate Professor of Pediatrics and the Director 

of the Division of Developmental Behavioral Pediatrics at the University of 

Michigan Medical School and C.D. Mott Children’s Hospital, has been researching 

child social-emotional development and digital media for fifteen years.  4-ER-678–

83, 716–40.  She explained how children interact with technology; how businesses 

are incentivized to monetize children’s digital experiences; why children are 

especially vulnerable in online spaces; how online platforms designed for adults 

pose risks to children through, among other things, manipulative design, 

frictionless contacts, targeted advertising, algorithmic application of extreme 

content, and lack of policy enforcement; and how the Act addresses the risks 

associated with these factors.  4-ER-683–713.  Serge Egelman, Ph.D., Research 
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Director at the Usable Security and Privacy Group and research scientist in UC 

Berkeley’s Electrical Engineering and Computer Sciences Department, has been 

researching online privacy for nearly twenty years.  3-ER-390–92, 420–431.  He 

explained how online platforms are designed to make it difficult for consumers to 

control their data, how violations of children’s privacy persist despite federal law, 

and how the Act operates to increase protections for children’s privacy.  3-ER-

392–417.  And Emily Keaney, Deputy Commissioner of Regulatory Policy for the 

U.K. Information Commissioner’s Office, explained the reasons that the U.K. 

adopted its similar Children’s Code, how the Code has been implemented in 

practice, and the positive impact implementation has brought in the U.K.  3-ER-

343–455. 

On September 18, 2023, the court issued an order enjoining the Act in its 

entirety.  1-ER-2–46.  The court believed that the Act was subject to heightened 

First Amendment scrutiny because the law infringed on businesses’ right to collect 

and use children’s data, compelled speech, and infringed on the rights of third-

party internet users to access information.  1-ER-11–17.  And, the court continued, 

the Act did not survive such scrutiny because, despite substantial evidence to the 
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contrary, the court determined that the Act’s methods were not narrowly tailored to 

advance a substantial state interest.4  1-ER-17–38. 

STANDARD OF REVIEW 

This Court reviews a preliminary injunction for an abuse of discretion.  

California v. Azar, 950 F.3d 1067, 1082 (9th Cir. 2020) (en banc).  “But legal 

issues underlying the injunction are reviewed de novo because a district court 

would necessarily abuse its discretion if it based its ruling on an erroneous view of 

law.”  Id. (internal quotation marks omitted). 

SUMMARY OF ARGUMENT 

The district court preliminarily enjoined the California Age-Appropriate 

Design Code Act in its entirety.  It did so on faulty reasoning.  

The First Amendment allows States to regulate economic activity.  Though 

such regulation may incidentally affect speech, heightened scrutiny applies only 

where the economic regulation is viewpoint discriminatory.  The court made no 

such finding here, and none would be warranted.  Instead the court believed that 

heightened scrutiny of laws regulating data collection and use was required under 

Sorrell v. IMS Health Services, 564 U.S. 552 (2011).  But the court misunderstood 

that case.  Sorrell applied heightened scrutiny to a regulation of data use that was 

                                         
4 The court did not rule on Plaintiff’s Dormant Commerce Clause, 

preemption, vagueness, prior restraint or overbreadth claims.  1-ER-7, 38–42. 

 Case: 23-2969, 12/13/2023, DktEntry: 7.1, Page 28 of 63



 

20 

viewpoint discriminatory: the regulations singled out representatives of drug 

manufacturers to lessen their effectiveness in promoting certain drugs to doctors.  

Nothing similar can be said of the viewpoint-neutral law at issue in this case.  The 

district court likewise erred in subjecting the Act to heightened scrutiny under a 

compelled speech analysis.  And the district court’s imposition of heightened 

scrutiny based on speculation that online platforms would shut down or block users 

was unsupported both factually and legally.  Nothing in the Act requires such 

draconian response, and nothing in the record supports that that would be the Act’s 

result.  (The district court appeared to rely mainly on speculation from amicus 

briefs—a poor basis on which to enjoin state law.)  And even if intermediate 

scrutiny should apply, the district court erred in its application of that standard.  

The court held California to a virtually unattainable standard of perfection in 

devising protections for the serious, new problems addressed by the Act; in 

contrast, as this Court has noted: “It is well established that a law need not deal 

perfectly and fully with an identified problem to survive intermediate scrutiny.”  

Contest Promotions, LLC v. City & County of San Francisco, 874 F.3d 597, 604 

(9th Cir. 2017). 

Finally, the district court erred in enjoining the entire Act, which contains 

numerous provisions that Plaintiff did not even challenge.   

 Case: 23-2969, 12/13/2023, DktEntry: 7.1, Page 29 of 63



 

21 

ARGUMENT 

I. THE ACT IS NOT SUBJECT TO HEIGHTENED SCRUTINY  

A. Regulation of the Collection and Use of Children’s Data Is Not 
Subject to Heightened Scrutiny   

The district court made a fundamental error in applying heightened scrutiny to 

the Act.  The Act regulates economic activity—businesses’ collecting, selling, 

sharing, retaining, and otherwise using children’s data.  In order to ensure that the 

State remains able to regulate economic activity for the benefit of the public, 

regulations of economic activity are only subject to heightened scrutiny when they 

are viewpoint discriminatory.  However, instead of performing the necessary 

analysis to determine whether heightened scrutiny was warranted here, the district 

court erroneously held that Sorrell requires courts to apply heightened scrutiny to 

all data collection and use regulations.  But Sorrell, which concerned a viewpoint 

discriminatory law, provides no such precedent.  In failing to properly evaluate 

whether heightened scrutiny is even warranted, the district court skipped a critical 

step, which resulted in a reversible error.  The Act is a non-discriminatory 

regulation of economic activity and thus should not be subject to heightened 

scrutiny at all. 

1. Regulations of Economic Activity Are Rarely Subject to 
Heightened Scrutiny  

The First Amendment recognizes a distinction between restrictions on 

protected expression and restrictions on economic activity.  Sorrell v. IMS Health 
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Inc., 564 U.S. 552, 567 (2011).  “[T]he First Amendment does not prevent 

restrictions directed at commerce or conduct” even when those provisions 

“impos[e] incidental burdens on speech.”  Id.; see also HomeAway.com v. City of 

Santa Monica, 918 F.3d 676, 685 (9th Cir. 2019) (quoting Sorrell); Interpipe 

Contracting, Inc. v. Becerra, 898 F.3d 879, 900–01 (2018) (regulations that 

“target[] a legitimate area of state regulation and do[] not discriminate based on 

viewpoint” are not subject to heightened scrutiny).  Multiple cases establish that 

“an entity cannot claim a First Amendment violation simply because they may be 

subject to ... government regulation[,]” nor must such ordinary regulations 

withstand any judicial scrutiny stricter than rational basis review just because they 

have an incidental impact on the exercise of constitutional rights.  Am. Soc’y of 

Journalists & Authors, Inc. v Bonta (“ASJA”), 15 F.4th 954, 961 (9th Cir. 2021) 

(collecting cases); Ohralik v. Ohio State Bar Ass’n, 436 U.S. 447, 546 (1978) (“the 

State does not lose its power to regulate commercial activity deemed harmful to the 

public whenever speech is a component of that activity”).  This applies to online 

businesses just as it does to traditional businesses.  HomeAway.com, 918 F.3d at 

685–86 (no heightened First Amendment scrutiny for ordinance regulating online 

booking transactions).  

When a law regulates economic activity, a court must make the “threshold” 

determination of whether heightened scrutiny applies.  Id. (citing cases); ASJA, 15 
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F.4th at 960 (“before conducting th[e scrutiny] analysis, we must assess whether 

the law regulates speech in the first place”).  That threshold determination requires 

an analysis of “whether conduct with a significant expressive element drew the 

legal remedy or the ordinance has the inevitable effect of singling out those 

engaged in expressive activity.”  Homeaway.com, 918 F.3d at 685 (internal 

quotation marks omitted); see also Interpipe, 898 F.3d at 896 (“to trigger First 

Amendment scrutiny, a conduct-based law  must (1) target a particular type of 

entity for differential treatment, and (2) regulate the ingredients necessary to 

effectuate that entity’s First Amendment rights.”).  

As this Court recently explained in Interpipe Contracting, Inc. v. Becerra, 

three considerations provide the rationale for requiring this threshold determination 

before applying heightened scrutiny to regulations of economic activity.  898 F.3d 

at 896.  “First, a law regulating conduct that merely alters incentives rather than 

restricts the ingredients necessary for speech does not regulate conduct that is 

‘inherently expressive’—a necessary trait of an impermissible conduct-based 

regulation.”  Id. (citing, inter alia, Rumsfeld v. Forum for Acad. & Inst’l Rights, 

Inc. (“FAIR”), 547 U.S. 47, 66 (2006)).  “Second, applying the First Amendment 

to conduct that has only an indirect effect on speech would task the courts with 

unwieldy line drawing exercises: how indirectly related to speech must a conduct-

based restriction be to avoid First Amendment scrutiny?”  Id.  “Third, scrapping 
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conduct-based laws that have only an attenuated relationship to speech would have 

the perverse effect of invalidating legitimate exercises of state authority to protect 

the general health and welfare.”  Id.  Because “an entity cannot claim a First 

Amendment violation simply because it may be subject to government 

regulation[,]” ASJA, 15 F.4th at 961 (quotation marks and ellipses omitted), it is 

Plaintiff’s burden to show that heightened scrutiny is warranted. See, e.g., 

Interpipe, 898 F.3d at 893 n.11.  

a. Regulations Must Have More Than an Incidental 
Effect on Speech to Be Subject to Heightened 
Scrutiny 

To apply the threshold inquiry correctly, courts must distinguish between 

what is necessary to effectuate First Amendment rights from what might have an 

incidental effect on speech or expression.  To determine whether speech or 

expression is directly regulated as opposed to incidentally effected, courts must 

look at the “inevitable effect of the [Act] in its face.” Homeaway, 918 F.3d at 685–

86.  If the effect is “to regulate nonexpressive conduct[,]”the regulation is not 

subject to heightened scrutiny.  Id. at 672 (citing Sorrell, 564 U.S. at 565).  

Drawing this line avoids “the absurd result that any government action that had 

some conceivable speech inhibiting consequence  ... would require analysis under 

the First Amendment.”  Int’l Franchise Ass’n, Inc. v. City of Seattle, 803 F.3d 389, 

408 (9th Cir. 2015).   
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Online platforms are not except from this rule.  In Homeaway.com, online 

home-sharing platforms challenged a city ordinance that imposed certain 

obligations on platforms that facilitate short-term rentals.  918 F.3d at 680.  In 

holding that the ordinance was “plainly a housing and rental regulation” not 

subject to heightened scrutiny, this Court rejected plaintiffs’ argument that 

requiring online businesses to validate transactions before completing them 

resulted in an unconstitutional chill on businesses’ speech.  Id. at 685–86.  Such 

“incidental burdens” were not “sufficient to trigger First Amendment scrutiny.”  Id. 

at 686. 

Further, a business “has no free-floating First Amendment right to ‘amass’ 

funds to finance its speech.”  Interpipe, 898 F.3d at 904.  So a showing that a 

business might have to divert resources or lose income as a result of regulation is 

not sufficient to prove that a regulation should be subject to heightened scrutiny.  

ASJA, 15 F.4th at 962 (labor regulation that might indirectly result in increasing the 

cost for employers to hire journalists not subject to heightened scrutiny).  For 

example, a regulation that increases the costs of production by requiring worker-

safety measures might decrease the money available for advertising.  But that 

advertising is speech subject to heightened scrutiny does not mean that the worker-

safety regulation that might result in money being diverted from advertising is 

subject to heightened scrutiny.  Glickman v. Wileman Bros. & Elliott, Inc., 521 
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U.S. 457, 470 (1997) (“The fact that an economic regulation may indirectly lead to 

a reduction in a[n] … advertising budget does not itself amount to a restriction on 

speech.”).  

b. Only Viewpoint Discriminatory Regulations of 
Economic Activity Are Subject to Heightened 
Scrutiny  

The prohibition on singling out a speaker or targeting an entity for differential 

treatment requires more than showing that a particular industry is regulated.  ASJA, 

15 F.4th at 962–633 (rejecting claim that regulation applying to journalists 

necessarily violates the First Amendment).  The Constitution allows—and 

practicality necessitates—that different industries will sometimes need to be 

regulated differently.  See, e.g., id. at 961–62 (“[labor] rules understandably vary 

based on the nature of the work performed or the industry in which the work is 

performed”).  For example, “a State may choose to regulate price advertising in 

one industry, but not others, because the risk of fraud … is in its view greater 

there.”  Sorrell, 564 U.S. at 579 (quotation marks omitted).  Where distinctions 

“make[] sense in light of the objectives of [the law,]” heightened scrutiny is not 

necessarily warranted.  Interpipe, 989 F.3d at 903.  

The Supreme Court has made the distinction between regulating an industry 

and targeting a particular speaker many times.  In Arkansas Writers’ Project, Inc. 

v. Ragland, 481 U.S. 221 (1987), the Court invalidated a state’s selective taxation 
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of certain magazines but not religious, trade, or sports ones.  In Simon & Schuster 

v. Members of New York State Crime Victims Board, 502 U.S. 105 (1991), the 

Court held unconstitutional a law that required publishers of criminals’ books to 

turn over an author’s proceeds if the book concerned their crime but allowed other 

authors to write about the same crime without penalty.  On the other hand, laws 

that regulate an industry without targeting specific speakers within that industry 

have not been subject to heightened scrutiny.  ASJA. 15 F.4th at 962–63 (worker 

classification of freelance journalists was not subject to heightened scrutiny 

because it did not “target the press or a few speakers” and instead applied “to all 

freelance writers”). 

Likewise, “a law affecting entities holding a particular viewpoint is not 

viewpoint discriminatory unless it targets those entities because of their 

viewpoint.”  Interpipe, 898 F.3d at 900 (emphasis in original).  For example, in 

Interpipe, this Court rejected the argument that a state law permitting wage-credits 

for employee contributions to industry advancement funds only if payments were 

made pursuant to collective bargaining agreements impermissibly favored union-

backed speech.  Id. at 900–01.  As this Court explained, that employees may favor 

pro-union funds over anti-union funds is “beside the point” because “[a] facially 

neutral statute restricting expression for a legitimate end is not discriminatory 

simply because it affects some groups more than others.”  Id. at 900 (emphasis in 
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original).  Because the law did not “mandate” differential treatment based on 

viewpoint, the law was not subject to heightened scrutiny.  Id. 

 “[A]bsent narrow circumstances, a court may not conduct an inquiry into 

legislative purpose or motive beyond what is stated within the statute itself” to 

determine whether a law is viewpoint discriminatory.  Homeaway.com, 918 F.3d at 

685 (citing O’Brien, 391 U.S. 367, 383 n.30 (1968)); Interpipe, 898 F.3d at 899 

(“If a law is facially neutral, we will not look beyond its text to investigate a 

possible viewpoint-discriminatory motive.”).   

2. The Act’s Regulation of the Collection and Use of 
Children’s Data Is Not Subject to Heightened Scrutiny  

 Given these standards, the district court was wrong to apply heightened 

scrutiny.  As an initial matter, the Act regulates economic activity: the collection 

and use of children’s data.  As explained above, the record reflects that businesses 

collect and process children’s data so that they can package it and sell it to other 

companies, retain it and use it to increase profits for their own businesses, or both. 

3-ER-392–94; 4-ER-699–701, 704; see also 6-ER-1166 (IMDb explaining how 

data collection and use generates revenue for its business); 7-ER-1191 (same for 

Goodreads).  The information at issue is collected automatically, in great 

quantities.  3-ER-393–94.  Regulating the conditions under which such sale and 

use can take place falls squarely within the realm of traditional economic activity.  

Homeaway.com, 918 F.3d at 685 (“business agreement[s] or business dealings 
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[a]re not conduct with a significant expressive element”) (internal quotation marks 

omitted); FAIR, 547 U.S. at 66 (“we have extended First Amendment protection 

only to conduct that is inherently expressive”). 

 Because the collection and sale of data is economic activity, the district court 

should not have applied heightened scrutiny unless there was an indication of 

viewpoint discrimination.  Interpipe, 898 F.3d at 899.  And no such viewpoint 

discrimination exists.  The Act does not single out a particular speaker or message 

for regulation.  The Act applies to all for-profit businesses that make over a certain 

amount of money or trade in a substantial amount of consumer information, and 

are likely to be accessed by children.  §1798.99.30(a) (incorporating definitions 

from §1798.140); §§1798.99.31(a), (b).  Although government and non-profit 

entities are excluded, such distinctions are permissible.  See ASJA, 15 F.4th at 963 

(a “law is not rendered generally inapplicable just because some other 

professionals ... enjoy different, or even broader, carve outs”).  Government 

entities and non-profits do not have the same incentives as for-profit businesses to 

sell and commercially exploit children’s data.  See Sorrell, 564 U.S. at 579 (“a 

State may choose to regulate price advertising in one industry but not others, 

because the risk of fraud ... is in its view greater there.”) (quotation marks omitted).  

The law’s exclusion for businesses that serve smaller customer-bases likewise 

makes obvious sense:  the number of children affected by a business’s data 
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practices has an obvious relation to the number of children that the business serves.  

A law with “a legitimate end is not discriminatory simply because it affects some 

groups more than others.”  Interpipe, 898 F.3d at 900.  What matters is that the 

subject of the Act—data collection and use—is “neither expressive nor 

communicative.”  Homeaway.com, 918 F.3d at 685 (“business agreement[s] or 

business dealings [a]re not conduct with a significant expressive element”). 

 The Act’s limitations on data collection does not “regulate the ingredients 

necessary to effectuate that entity’s First Amendment rights.”  Interpipe, 898 F.3d 

at 896.  Businesses remain free under the Act to express any message.  And they 

can freely express their messages to children.  See ASJA, 15 F.4th at 961 (no 

heightened scrutiny to worker classification law where “workers remain able to 

write, sculpt, paint, design, or market whatever they wish” regardless of 

classification); Interpipe, 898 F.3d at 900–01 (regulations on economic activity are 

not viewpoint discriminatory where the regulated entities are “—regardless of 

viewpoint—free to engage in whatever speech they like”).  To the extent that 

businesses want to use children’s data to express their message, nothing in the First 

Amendment relieves those businesses of the obligation to obtain and use children’s 

data consistent with the law.  Interpipe, 898 F.3d at 902–03 (requiring employers 

to get employee consent before taking a wage-credit for industry advancement 

fund contributions does not violate the First Amendment).  
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3. Sorrell Does Not Require that Regulations of Data 
Collection and Use Be Subject to Heightened Scrutiny  

The district court believed that Sorrell mandates that all regulations of data 

collection and use be subject to heightened scrutiny.  1-ER-13; 2-ER-98–102. That 

is incorrect.   

Sorrell concerned a Vermont law motivated by legislators’ concern that 

representatives of pharmaceutical manufacturers were, through their presentations, 

convincing physicians to over-prescribe expensive drugs.  564 U.S. 557–58, 50–

61.  The pharmaceutical representatives maximized their effectiveness by tailoring 

their presentations to particular doctors based on those doctors’ prescribing 

practices.  Id.  Vermont’s law aimed to stop that by prohibiting the sale, disclosure 

for marketing purposes, or use for marketing by pharmaceutical manufacturers and 

drug detailers (people who promote drugs to physicians) of pharmacy records that 

reveal physicians’ prescribing practices.  564 U.S. at 562–63.  Other users were not 

similarly restricted in their ability to access and use that information.  Id.  

The Supreme Court held that under those circumstances, “heightened 

scrutiny” applied.  Id.  at 565–66, 571.  The legislative record and formal 

legislative findings left no doubt that the legislature “designed” the challenged law 

to “target” certain “speakers and their messages for disfavored treatment.”  Id. at 

565.  The law “d[id] not simply have an effect on speech, but [was] directed at 

certain content and [was] aimed at particular speakers.”  Id. at 567. 
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If such circumstances were present here, then the application of heightened 

scrutiny would make sense.  But they are not: California’s restrictions on the 

exploitation of children’s data do not aim to suppress particular speech or 

viewpoints.  And contrary to the district court’s description of the case, 1-ER-12–

13,  Sorrell did not go further and hold that all data collection and use regulations 

are subject to heightened scrutiny.  Indeed, it left open the possibility that 

prescriber data might be considered “a mere commodity[.]”  564 U.S. at 571.  And 

the Court acknowledged that viewpoint neutral regulations of data sharing might 

well be constitutional: “The capacity of technology to find and publish personal 

information, including records required by the government, presents serious and 

unresolved issues with respect to personal privacy and the dignity it seeks to 

secure.  In considering how to protect those interests, however, the State cannot 

engage in content-based discrimination to advance its side of a debate.” Id. at 579–

80.   

B. No Other Aspect of the Act Warrants Heightened Scrutiny 

1. The Act Does Not Compel Speech 

Another reason the district court gave for applying heightened scrutiny was its 

belief that the Act compels speech.  1-ER-15.  That too was incorrect. 

The court’s compelled speech analysis focused on the Act’s requirements that 

businesses provide their policies including privacy policies and community 
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standards to child users, and that businesses provide child-users an indication when 

they are being tracked,  1-ER-15 [,] but Plaintiff’s compelled speech arguments 

focused on the DPIA provision, 5-ER-764–772.  None of these provisions should 

be subject to heightened scrutiny because, to the extent they impact businesses’ 

speech at all, that impact is incidental to the Act’s regulation of data collection and 

use.  FAIR, 547 U.S. at 62 (alleged “compelled speech” that “is plainly incidental 

to the [law’s] regulation of conduct” is not subject to heightened scrutiny) (citing 

cases).  

As described above, States may regulate economic activity even if that 

regulation incidentally burdens speech.  The key to determining the appropriate 

level of scrutiny is determining whether the goal of the regulation is regulating 

speech or whether the impact on speech is incidental to the regulation achieving 

legitimate goals.  Id. at 60–62.  Here, the Act’s DPIA and disclosure requirements 

are incidental to its legitimate goals of protecting children from excessive data 

collection and use and thus is not subject to heightened scrutiny. 

The DPIA requirement only serves to further the goals of the Act.  As 

explained in detail above, it asks businesses to assess how they are using children’s 

data, how that use might harm children, and how they might mitigate that potential 

harm.  §1798.99.31(a)(1)–(2).  There is no penalty or punishment for failing to 

identify a potential risk or rectify a potential harm identified in the DPIA, although 
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a business may be penalized if that failure constitutes a violation of a different 

provision of the Act. Id.  The role of the DPIA provision is to incentivize 

businesses to be proactive about their management of children’s data by offering 

businesses that complete the DPIA a 90-day period to cure violations of the Act 

without penalty,  §1798.99.35(c).  Interpipe, 898 F.3d at 896 (distinguishing 

between incentivizing conduct and regulating speech).  The DPIA does not compel 

businesses to express a message or interfere with any message a business might 

wish to send.  FAIR, 547 U.S. at 64 (requirement that law schools treat military 

recruiters identically to other recruiters “is not compelled speech because the 

accommodation does not sufficiently interfere with any message of the school”).  

And it is not subject to public disclosure.  §1798.99.31(a)(4)(B).  Even if the 

Attorney General requests to review a DPIA—which may never happen—it 

remains confidential and privileged.  §1798.99.31(a)(4)(C). 

Additionally, the DPIA is a reporting requirement that falls well within the 

bounds of appropriate government regulation that is not traditionally subject to 

heightened scrutiny.  See Hotel Emps. & Rest. Emps. Int’l Union v. Nev. Gaming 

Comm’n. 984 F.2d 1507, 1518 (9th Cir. 1993); Village of Schaumburg v. Citizens 

for a Better Env’t, 444 U.S. 620, 637–38 & n.12 (1980) (requirement to “report 

certain information” on a routine basis is permissible); see also, e.g., 26 U.S.C. 
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§501(r)(3) (non-profit hospitals must conduct community health needs assessment 

every three years and adopt implementation strategy to meet identified needs).  

The requirements that businesses provide child-users information about any 

policies the business may have that explain how their data is being used is likewise 

incidental to the Act’s goal of protecting children from excessive data collection 

and use.  Children and parents need to know and understand how businesses are 

using their data to be able to consent to it.  3-ER-400, 405.  The Act only requires 

that a businesses’ policies—if they exist and whatever they are—be published in 

language that child-users understand, §1798.99.31(a)(7).  See FAIR, 547 U.S. at 60 

(law “regulates conduct, not speech” where “[i]t affects what [regulated entities] 

must do ... not what they may or may not say”) (emphasis in orginal).  That the Act 

also requires businesses to enforce their own policies does not change the analysis.  

The Act in no way requires businesses to have such policies or dictates the content 

of such polices, and thus does not compel speech.  Id. 

Further, even if the Act’s disclosure requirements were subject to the scrutiny 

applied to compelled speech, they would survive it.  Businesses can be “required to 

‘disclose factual, noncontroversial information,’ such as the terms under which 

professional services are offered.”  Tingley v. Ferguson, 47 F.4th 1055, 1074 (9th 

Cir. 2022) (citing Nat’l Inst. of Family & Life Advocates v. Becerra, 138 S. Ct. 

2361, 2372 (2018)).  Businesses’ privacy policies, terms of use, community 
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standards, and information concerning whether a child-user is being tracked 

constitute such factual noncontroversial information.  Envtl. Def. Ctr., Inc. v. U.S. 

E.P.A., 344 F.3d 832, 849 (9th Cir. 2003) (factual and uncontroversial requirement 

is satisfied where law does not “attempt[] to prescribe what shall be orthodox in 

politics, nationalism, religion, or other matters of opinion, or force citizens to 

confess by word or act their faith threin”); Nationwide Biweekly Admin., Inc. v. 

Owen, 873 F.3d 716, 732 (9th Cir. 2017) (“[u]ncontroversial ... refers to the factual 

accuracy of the compelled disclosure, not to its subjective impact on the 

audience[]”).  These provisions are rationally related to the State’s legitimate goal 

of protecting children from excessive data collection and use, thus they do not 

violate the First Amendment.  Owen, 873 F.3d at 721 (“The First Amendment does 

not generally protect corporations from being required to tell prospective 

customers the truth.”). 

2. The Act Does Not Restrict the First Amendment Rights of 
Internet Users  

 The district court’s opinion relies heavily on Plaintiff’s contention that the 

Act would infringe on the rights of internet users to obtain information.  See, e.g., 

1-ER-16.  But no users are plaintiffs here, and the district court opinion contains no 

analysis at all of why users’ rights are cognizable in NetChoice’s suit under third-

party standing doctrine.   Cf. 1-ER-7; 2-ER-79 (court suggesting “looking at the 

effect on users, such as the children, would be beyond the scope of the standing 
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requirements”); 2-ER-139 (court stating “I’m not sure I can jump to the harm to 

users under even a relaxed standing requirements for a facial attack under the First 

Amendment”).  Moreover, the order erroneously states that Defendant did not 

oppose the court’s consideration of third-party rights.  1-ER-7.  As the court 

acknowledged at hearing, 2-ER-79, Defendant raised the inappropriateness of 

Plaintiff raising third-party claims in briefing.  3-ER-371 (citing Marquez-Reyes v. 

Garland, 36 F.4th 1195, 1201 (9th Cir. 2022)).  In any event, Plaintiff certainly 

made no effort to show that the requirements for asserting another party’s rights 

were met in this case.  To assert third-party standing “[t]he litigant must have 

suffered an ‘injury in fact,’ thus giving him or her a ‘sufficiently concrete interest’ 

in the outcome of the issue in dispute; the litigant must have a close relationship to 

the third party; and there must exist some hindrance to the third party’s ability to 

protect his or her own interest.”  Coal. of Clergy, Lawyers & Professors v. Bush, 

310 F.3d 1153, 1163 (9th Cir. 2002) (quoting Powers v. Ohio, 499 U.S. 400, 410–

411) (1991)).  Indeed, there are multiple ways in which the interests of websites 

that harvest personal data for profit differ from the interest of those children whose 

data is harvested.  See, e.g., 4-ER-686–691. 

Nor was there a basis to conclude that the Act would infringe on internet 

users’ rights.  Plaintiff argues that the Act will cause services to shut down or to 

exclude some users.  5-ER-878–79.  The culprit, according to Plaintiff, is the Act’s 
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requirement that businesses either estimate the age of child-users or apply the data 

and privacy protections afforded to child-users to all users.  Id.  According to 

Plaintiff, age-estimation is so invasive and expensive as to be impossible or 

impractical, and the alternative of providing protections to all users would be 

economically impossible given their business models.  Id.; 6-ER-1166 (IMDb 

explaining how data collection and use generates revenue for its business); 7-ER-

1191 (same for Goodreads). 

But plaintiffs’ support for these claims fell woefully short.  Plaintiff proffered 

no expert evidence about the feasibility of age estimation methods.  And relied on 

grossly outdated cases, which commented on age-estimation methods that were 

available ten to twenty years ago.  5-ER-878–79 (citing out of circuit cases decided 

between 1999 and 2008).  In a fast-moving field like computer technology, such 

evaluations from long ago carry little weight.  As Defendant’s experts explained, 

age estimation is both viable and practical.  4-ER-709–11; 3-ER-411–12.  Multiple 

technologies exist for estimating age.  Id.  Indeed, many companies, including 

some NetChoice members, currently remove child accounts (who provided a false 

birthday when signing up) using information the companies already have.  4-ER-

710.  Businesses can contract with third-parties that are using existing technologies 

that “could easily be used to prove to relying online services that a user is above or 

below the age of 18 without revealing additional personal information about that 
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user.”  3-ER-411–12.  Moreover, NetChoice members are already obligated to 

comply with COPPA, which requires businesses to estimate whether users are over 

or under 13.  15 U.S.C. §§6501–6506; 16 C.F.R. §312.2.  The district court’s 

assumption that age estimation is impossible or impractical relied not on record 

evidence but on speculative arguments in amicus briefs.  1-ER-16, 23–24, 29–30.  

But an amicus brief is not evidence.  Sony Corp. of Am. v. Universal City Studios, 

Inc., 464 U.S. 417, 434 n.16 (1984) (“The stated desires of amici concerning the 

outcome of this or any litigation are ... not evidence in the case, and do not 

influence our decision; we examine an amicus curiae brief solely for whatever aid 

it provides in analyzing the legal questions before us.”)   

Nor does the district court’s conclusion constitute a finding of fact— and in 

any event a finding based on no evidence would be clearly erroneous.  Oregon Nat. 

Res. Counsel v. Marsh, 52 F.3d 1485, 1492 (9th Cir. 1995).  As importantly, the 

district court violated this Court’s instruction that a finding of likelihood of success 

must be based on actual fact-based evidence, not hypothetical scenarios.  Thomas 

v. Anchorage Equal Rights Comm’n, 220 F.3d 1134, 1141–42 (9th Cir. 2000) (en 

banc) (First Amendment challenge rejected where “the entire argument about the 

effect of the ... statute rest[ed] upon hypothetical situations with hypothetical 

clients” and was “devoid of any specific factual context”); Stormans, Inc. v. 

Selecky, 586 F.3d 1109, 1126 (9th Cir. 2009) (First Amendment challenges cannot 
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be based on “incomplete hypotheticals or open factual questions akin to those in 

Thomas”).  It should be reversed. 

II. THE ACT SATISFIES THE CENTRAL HUDSON STANDARD FOR A 
CONSTITUTIONAL COMMERCIAL SPEECH REGULATION. 

As explained above, heightened scrutiny does not apply.  But if it did, the Act 

would still be constitutional.  The Supreme Court has “afforded commercial speech 

a limited measure of protection, commensurate with its subordinate position in the 

scale of First Amendment values, while allowing modes of regulation that might be 

impermissible in the realm of noncommercial expression.” Ohralik, 436 U.S. at 

456.  

The governing test is the four-step analysis of Central Hudson Gas & Electric 

Corp. v. Public Service Commission, 447 U.S. 557 (1980).  First, for heightened 

scrutiny to apply, the speech “must concern lawful activity and not be misleading.”  

Id. at 566.  Second, the governmental interest must be “substantial.”  Id.  Assuming 

these first two requirements are met, then third, the court determines “whether the 

regulation directly advances the government interest asserted[.]”  Id.  Last, the 

court determines whether the regulation is “not more extensive than necessary to 

serve that interest.”  Id.  As the Supreme Court has clarified, this last step is not a 

least-restrictive-means test.  Lorillard Tobacco Co. v. Reilly, 533 U.S. 525, 556 

(2001).  The means need “not necessarily [be] the single best disposition but one 

whose scope is in proportion to the interest served[.]” Bd. of Trustees of State Univ. 
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of N.Y. v. Fox, 492 U.S. 469, 480 (1989) (internal quotation marks omitted).  

Courts “leave it to governmental decisionmakers to judge what manner of 

regulation may best be employed.”  Id. 

Although the parties differ on the last three Central Hudson requirements, the 

Act in fact satisfies them all.5  California’s interest in protecting children from such 

harms as having their location tracked by strangers or made available for sale, 

being targeted for manipulative advertising, or being pushed knowingly harmful 

and unwanted material, such as videos promoting self-harm, are indeed substantial.  

The Act directly advances those interests, by methods such as restricting the use of 

geolocation data, §§1798.99.31(b)(5)–(6), prohibiting unnecessary profiling, 

§1798.99.31(b)(2), ensuring that privacy information is provided to children in a 

form they can understand, §1798.99.31(a)(7), and providing privacy protections by 

default, §1798.99.31(a)(6).  And the Act includes multiple safeguards to ensure 

that the fit between those means and the goals served is adequate.  For instance, the 

Act regulates only websites with a profit motive that will make them susceptible to 

                                         
5 The first Central Hudson requirement, that the act concern lawful activity 

and not be misleading, is not, strictly speaking, a requirement for passing the 
Central Hudson test.  Instead, where this requirement is not met (because the 
commercial speech is misleading or solicits law-breaking), an even lower standard 
of scrutiny applies.  In re R.M.J., 455 U.S. 191, 203 (1982) (“Misleading 
advertising may be prohibited entirely.”)  This prong is only at issue in this case 
with respect to the requirement that platforms enforce their published policies, 
§1798.99.31(a)(9):  to the extent a stated policy misleads the public, regulation of 
that misstatement would fail to meet the first step of Central Hudson.  
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abusing children’s information and a size that would make such abuses potentially 

widespread,  §1798.99.30(a) (incorporating definitions from §1798.140); it 

safeguards information in DPIAs from public disclosure, §1798.99.31(a)(4)(B); it 

avoids any private right of action for violations, §1798.99.35(d), and provides 

companies with notice-and-cure protections before the Attorney General can sue.  

§1798.99.35(c).  Moreover, Defendant supported its explanation of this fit with 

detailed expert declarations, and the Act is modeled on a U.K. enactment whose 

effects those experts described in detail.  3-ER-389–431; 4-ER-677–740; 3-ER-

343–455.  In finding the law unconstitutional nonetheless, the district court made 

errors with respect to each provision it evaluated.  

 The district court made multiple errors when evaluating whether the State’s 

methods of regulation advanced its interests.  In perhaps the most egregious 

example, the court invalidated a requirement that businesses likely to be accessed 

by children must provide their user policies using age-appropriate language, 

§1798.99.31(a)(7), because it found there was no evidence that children would not 

understand policies written at the college level.  1-ER-26–27.  The court further 

concluded that even if there were such evidence, the State did not prove that 

providing policies that a child would understand, including privacy policies, would 

aid children in protecting their data.  Id.  However, Defendant provided two 

detailed expert declarations detailing minors’ experiences with current business 
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practices and how the Act addresses those harms, and a third declaration describing 

how a nearly identical Act in the U.K. is alleviating these harms.  3-ER-392–416, 

432–455; 4-ER-683–702, 705–712.  And even without that evidence, the 

conclusion that providing children with policies they can understand will help them 

would suffice as a matter of common sense.  See Fla. Bar v. Went For It, Inc., 515 

U.S. 618, 628 (1995) (restrictions may be “based solely on history, consensus, and 

simple common sense”) (internal quotation marks omitted).  

At other times, the district court erroneously required the State to prove that 

the provisions of the Act completely eradicate any potential harm the provision 

was designed to address.  See, e.g., 1-ER-22 (invalidating DPIA requirement).  But 

that circumstances that detract from the State’s asserted interest continue to exist in 

spite of regulation does not defeat the State’s interest.  Coyote Pub. Inc. v. Miller, 

598 F.3d 592, 609 (9th Cir. 2010) (Nevada’s ban on advertising prostitution 

advances its interest in limiting the commodification of sex even though it could 

have advanced that interest further by banning prostitution altogether).  Such a 

standard would subvert the Legislature’s power to “str[ike] its own idiosyncratic 

balance between various important but competing state interests” when crafting 

provisions.  Id. at 606.  For example, the court invalidated the requirement that 

businesses estimate the age of child users or provide the privacy and data 

protection afforded to minors to all users, §1798.99.31(a)(5), because it concluded 
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that age estimation “appear[s] to counter the State’s interest in increasing privacy 

protections for children.” 1-ER-24.  It likewise invalidated the prohibition on 

businesses profiling children by default,  §1798.99.31(b)(2),  because it concluded 

that it “may” result in some children “hav[ing] a more difficult time finding 

resources[.]”  1-ER-30.  And the court invalidated the requirement that businesses 

complete a Data Protection Impact Assessment, §1798.99.31(a)(1), because “it 

do[es] not require businesses to assess the potential harm of the design of digital 

[services] and also doe[es] not require actual mitigation of any identified risks[.]”  

1-ER-22.  The court invalidated all of these provisions based on its own 

assessment that other methods might better advance the State’s interest, but 

Central Hudson does not allow a court to invalidate a law on that basis.  That 

another method of regulation might also promote the same interest “does not by 

itself render a commercial speech regulation unconstitutional.”  Coyote Pub., 598 

F.3d at 608.  “To so hold would be tantamount to requiring that government utilize 

the least speech restrictive means, which the Supreme Court has made clear is not a 

sine qua non under Central Hudson.” Id. at 609. 

Here, the Act clearly advances the State’s interest in protecting children’s 

privacy and safety, and none of the possible scenarios identified by the court 

detract from the advancement of that interest.  These provisions are part of the 

Legislature’s “delicate compromise among competing issues and concerns.”  In re 
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Welsh, 711 F.3d 1120, 1133 (“declin[ing] to give greater weight to one of the 

purposes of” the challenged law) (quotation marks omitted).  For example, the 

Legislature understood that age estimation could potentially require data 

collection—that is why the Act requires age estimation tools be “minimally 

invasive[,]”§1798.99.32(d)(3), and that any data collected for age estimation be 

used only for that purpose, §1798.99.31(b)(8)6—but it made the calculation that 

the benefits of age-appropriate privacy and data protections would be worth the 

limited intrusion.  Likewise, the Legislature understood that limiting profiling 

would result in children having a more self-directed experience online, and it is 

within the Legislature’s purview to determine that a prohibition on profiling with 

limited exceptions, §1798.99.31(b)(2), creates the appropriate balance between 

encouraging a self-directed experience and allowing some profiling when it is in 

the best interest of the child.  With the DPIA requirement, the Legislature chose to 

incentivize regulated businesses to identify risks and mitigate harm by giving 

businesses that comply with the DPIA requirement a 90-day period to cure 

violations without penalties.  §1798.99.35(c).   

                                         
6 Despite the clear language in the statute, the district court assumed—

without evidence—that the Act requires businesses to use invasive means to 
estimate age. 1-ER-23–24.  This conclusion is unsupported by fact.  On its face, 
the Act does not require the use of invasive age estimation tools—the Act 
explicitly discourages their use, §1798.99.32(d)(3), —and Plaintiff has not proven 
that such tools will be required in practice. 
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In short, what the district court identified as flaws in the Act are actually 

carefully considered compromises that, in the Legislature’s judgement, best 

advance the State’s interest.  “The First Amendment does not require that the 

regulatory regime single-mindedly pursue one objective to the exclusion of all 

others to survive the intermediate scrutiny applied to commercial speech 

regulations.”  Coyote Pub., 598 F.3d at 610.  Rather, a States is permitted to 

“strike[] a balance between its interest[s].” Id.  

Likewise, the court erred in invalidating provisions based on its conclusion 

that prohibitions on the collection and use of data might lead to harmful as well as 

beneficial outcomes for children. See 1-ER-29–32 (invalidating provisions 

restricting knowingly harmful data use (§1798.99.31(b)(1)), profiling 

(§1798.99.31(b)(2)), and unnecessary collection, sale, sharing, retention, and use 

of children’s data (§1798.99.31(b)(3)), because they “thow[] out the baby with the 

bathwater”).  In addition to depriving the Legislature of its ability to strike the right 

balance in determining the best way to address the problems facing its most 

vulnerable constituents, see infra, applying such a test would leave the Legislature 

in the position where it could only address problems in the way that federal courts 

deem to be the perfect fit, a clear contradiction of what intermediate scrutiny 

requires.  Contest Promotions, LLC, v. City & County of San Francisco, 874 F.3d 

597, 604 (9th Cir. 2017) (“It is well established that a law need not deal perfectly 
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and fully with an identified problem to survive intermediate scrutiny.”); see also 

Coyote Pub., 598 F.3d at 611 (Noonan, concurring) (“the state may take a half-

step”). 

The court also committed several errors in determining that the means used to 

advance the State’s interest are more excessive than necessary.  Many of these 

errors occurred because the district court’s analysis is based on a clear misreading 

of the Act.  For example, it concluded that the requirement that businesses enforce 

their own published policies, §1798.99.31(a)(9), is not restricted to children, 1-ER-

28, when, on its face, the Act only applies to businesses that offer services, 

products, and features likely to be accessed by children, §1798.99.31(a), (b),  and 

penalties are assessed based on the number of children harmed by violations,  

§1798.99.35(a).    

The court also repeatedly erred by basing its conclusions about whether the 

Act’s methods are more extensive than necessary on Plaintiff’s and amici’s 

speculation that businesses will have an extreme reaction to regulation, rather than 

on the terms of the Act itself.  Plaintiff speculated that businesses might choose to 

limit content, block child users, or stop providing services entirely rather than 

comply with the Act.  5-ER-878–79.  The court then used this speculation as a 

basis to invalidate a number of provisions, including the requirement that 

businesses either estimate user age or provide the privacy and data protections 

 Case: 23-2969, 12/13/2023, DktEntry: 7.1, Page 56 of 63



 

48 

afforded to children to all users, §1798.99.31(a)(5), and the requirement that 

children be provided high-privacy settings by default, §1798.99.31(a)(6).  1-ER-

22–26.  It invalidated the prohibition on businesses using children’s data in ways 

that the business knows will harm children, §1798.99.31(b)(1), concluding, based 

on amici’s assertions, that “businesses might well bar all children from accessing 

their online services rather than” comply with the Act.  1-ER-29–30; See also 1-

ER-35 (invalidating prohibition on businesses using dark patterns, 

§1798.99.31(b)(7),  because it  concluded, based on amici’s assertions, that the 

provision “may cause covered businesses to deny children access to their platforms 

or content”)  

Businesses may choose to limit content, block children, treat all users as 

children, or shut down entirely rather than comply with the Act, but these are not 

required outcomes or inevitable results of the Act.  See Homeaway, 918 F.3d at 

685–86 (courts must look at the “inevitable effect of the [Act] in its face” when 

evaluating First Amendment claims).  Such speculation cannot be the basis for a 

determination that the Act is more extensive than necessary or for facially 

invalidating it. See, e.g., Thomas, 220 F.3d at 1141–42; Stormans, 586 F.3d at 

1126.  

The Act restricts businesses’ collection and use of children’s data in specific 

and circumscribed ways that narrowly target excessive data collection and use that 
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pose risks to children.  Under the plain terms of the Act, businesses can continue to 

provide whatever services they want to whichever users they want.  Thus, the Act 

does not use methods more extensive than necessary to advance the State’s 

interest. 

III. THE ACT IS SEVERABLE  

After the First Amendment analysis, the district court concluded that “two 

mandates; three prohibitions, and provisions establishing a working group” and 

“penalties for violating the Act” were the remaining substantive provisions.  1-ER-

37. The district court erroneously invalidated all of these provisions upon a finding 

that they were not severable.  1-ER-35–38. 

The Act itself does not create an assumption for or against severability.  See 

Garcia v. City of Los Angeles, 11 F.4th 1113, 1120 (9th Cir. 2021) (absent a 

severability clause, no assumptions apply).  In such a case, to determine 

severability, this Court must apply California law, which evaluates three factors: 

grammatical, functional, and volitional severability.  Id. 

Here, all three factors weigh in favor of severability.  The remaining 

provisions are “distinct and separate” from the invalidated provisions.  Calfarm 

Ins. Co. v. Deukmejian, 771 P.2d 1247, 1256 (Cal. 1989).; see also County Org. of 

Public Employees v. County of Sonoma, 591 P.2d 1, 14–15 (Cal. 1979) (applying 

severability analysis).  And the court did not find otherwise.  Although the court 
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invalidated the DPIA provision, which, in turn, would eliminate the cure period, 

the remaining provisions remain exactly the same.  Each provision of the Act 

operates independently without reliance on the language in, or businesses’ 

compliance with, other provisions.  For example, a businesses can still provide 

prominent, accessible, and responsive tools to help children exercise their privacy 

rights and report concerns, §1798.99.31(a)(10), or provide an obvious signal to 

child users when they are being tracked, §1798.99.31(a)(8), even if the business 

did not complete a DPIA and even if no cure period is available.   

The Act is also volitionally severable.  It passed unanimously and there is “no 

persuasive reason to suppose that [the invalidated provisions] w[ere] so critical to 

the enactment of [the Act] that the measure would not have been enacted in [their] 

absence.”  Deukmejian, 771 P.2d at 1256.  Indeed, the opposite is true.  Given the 

important and urgent need and overwhelming support for increasing children’s 

data privacy protections, “it seems eminently reasonable to suppose that those who 

favor the proposition would be happy to achieve at least some substantial portion 

of their purpose” by requiring businesses to take important steps such as reducing 

tracking of children online and establishing a working group to recommend best 

practices for children’s privacy.  Santa Barbara Sch. Dist. v. Superior Court, 530 

P.2d 605, 618 (Cal. 1975) (in bank).  Thus, the remaining provisions are 
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grammatically, functionally, and volitionally severable from any invalidated 

provisions.   

CONCLUSION 

The injunction should be vacated.  
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